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Part 1 Setup the dynamics model 

We have a dynamic model form as  

 

𝑥1 = 𝑥 

𝑥2 = 𝑦 

𝑥3 = 𝑣 

𝑥4 = 𝜃 

 

 

 

We know that  

                  𝑣̇ =                    ,     𝑑𝑣 =  𝛿𝑣𝑑𝑤𝑣      ,    

                  𝜃̇ =                    ,     𝑑𝜃 =  𝛿𝜃𝑑𝑤𝜃     , 

 

We can re-write the dynamic model form in discrete-time model as 

𝑋(𝑘+1)  =  [  

𝑥(𝑘+1)

𝑦(𝑘+1)

𝑣(𝑘+1)

𝜃(𝑘+1)

  ]  =  [  

𝑥(𝑘)

𝑦(𝑘)

𝑣(𝑘)

𝜃(𝑘)

  ] + 

[
 
 
 
 

  

𝑣(𝑘) cos(𝜃𝑘) ∆𝑇         − 𝜃(𝑘)𝑣(𝑘) sin(𝜃𝑘) ∆𝑇

𝑣(𝑘) sin(𝜃𝑘) ∆𝑇               𝜃(𝑘)𝑣(𝑘) cos(𝜃𝑘) ∆𝑇

𝛿𝑣 𝑊𝑣

𝛿𝜃 𝑊𝜃

  

]
 
 
 
 

 

𝑍(𝑘) = [  
𝑋𝑚(𝑘)

𝑌𝑚(𝑘)
  ] =  [  

1 0 0 0
0 1 0 0

  ]  𝑋(𝑘) + [  
𝑊𝑥

𝑊𝑦
  ] 

 

For the extended Kalman filter (EKF) form is that 

 

 

 

 

 

 



For our dynamic system model form can be written as 

 

𝑋(𝑘+1)  =  

[
 
 
 
 

  

1 0 cos(𝑥4(𝑘)) ∆𝑇 −𝑥3(𝑘) sin(𝑥4(𝑘)) ∆𝑇

0 1 sin(𝑥4(𝑘)) ∆𝑇    𝑥3(𝑘) cos(𝑥4(𝑘)) ∆𝑇

0 0 1 0
0 0 0 1

  

]
 
 
 
 

 [  

𝑥1(𝑘)

𝑥2(𝑘)

𝑥3(𝑘)

𝑥4(𝑘)

  ] + [ 

0 0
0 0
𝛿𝑣 0
0 𝛿𝜃

 ] [ 
𝑊𝑣

𝑊𝜃
 ] 

 

𝑍(𝑘) = [  
𝑋𝑚(𝑘)

𝑌𝑚(𝑘)
  ] =  [  

1 0 0 0
0 1 0 0

  ]  𝑋(𝑘) + [  
𝑊𝑥

𝑊𝑦
  ] 

 

So the matrices can be represented as 

Φ𝑘  =

[
 
 
 
 

  

1 0 cos(𝑥4(𝑘)) ∆𝑇 −𝑥3(𝑘) sin(𝑥4(𝑘)) ∆𝑇

0 1 sin(𝑥4(𝑘)) ∆𝑇    𝑥3(𝑘) cos(𝑥4(𝑘)) ∆𝑇

0 0 1 0
0 0 0 1

  

]
 
 
 
 

 

 

Γ𝑘  = [ 

0 0
0 0
𝛿𝑣 0
0 𝛿𝜃

 ] 

𝐻𝑘  = [  
1 0 0 0
0 1 0 0

  ] 

 𝑉𝑘 = [  
𝑊𝑥

𝑊𝑦
  ] 

 

𝐸[ 𝑊𝑘𝑊𝑘
𝑇 ] =  𝑄𝑘 = [  

1 0
0 1

  ] 

𝐸[ 𝑉𝑘𝑉𝑘
𝑇 ] =  𝑅𝑘 = [  

𝑤𝑥 0
0 𝑤𝑦

  ] 

 

P𝑘  = [  

𝑣𝑎𝑟[ 𝑥 ] 0 0 0
0 𝑣𝑎𝑟[ 𝑦 ] 0    0
0 0 𝑣𝑎𝑟[ 𝑣 ] 0
0 0 0 𝑣𝑎𝑟[ 𝜃 ]

  ] 



Part 2 Setup the initial guess 

Now we need to define the initial state and initial covariance matrices. 

 

2.1 Initial state guess 

For 𝑥 and 𝑦, we can choose the first measurements 𝑥𝑚1 and 𝑦𝑚1from the video as the initial 

guess 𝑥1 and 𝑥2 . 

For the velocity, we can use first and second measurement’s points 𝑥𝑚1 𝑥𝑚2 𝑦𝑚1 𝑦𝑚2 to be an 

initial guess.  

𝑣0 = √𝑣𝑥
2 + 𝑣𝑦

2 = √(
𝑥𝑚2 − 𝑥𝑚1

𝑑𝑇
)2 + (

𝑦𝑚2 − 𝑦𝑚1

𝑑𝑇
)2 

For the 𝜃, we can see the robot is moving from the left side to the right side from the video so 

that we can guess  𝜃0 = 𝜋. 

So we can get our 𝑥̂0 

𝑥̂0 = [  

𝑥(0)

𝑦(0)

𝑣(0)

𝜃(0)

  ] =  [  

𝑥𝑚(1)

𝑦𝑚(1)

𝑣(0)

𝜋

  ] 

2.2 Initial covariance matrices guess 

The data are derived from the video based on (1) the image resolution is 320 x 240  (2) the robot 

size is about 70mm diameter (3) the distance from the front light to both backlights is 61mm and 

(4) the distance between the two backlights is 46mm. 

 

 

 

 

 

 

 

 

 

 

∅70mm 

∅4.5mm 



We can see from the video frames, the diameter of the red LED light is ∅ = 4.5 𝑚𝑚 = 0.45 𝑐𝑚. 

So we can assume the standard deviation (std) of one red LED light is  𝑠𝑡𝑑 = 0.45 𝑐𝑚, then the 

variance of one red LED light is (0.45)2, and we have 3 LED lights, so the variance of 

𝑣𝑎𝑟[ 𝑥 ] 𝑎𝑛𝑑 𝑣𝑎𝑟[ 𝑦 ] is  

𝑣𝑎𝑟 [ 𝑥 ] = 𝑣𝑎𝑟 [ 𝑦 ] =
3 ∗ (0.45)2

9
= 0.0675 

 

For the 𝑣𝑎𝑟 [ 𝑣 ], we can found all section’s velocity 𝑣1 𝑣2 𝑣3 𝑣4 … . . 𝑣𝑛 

 

∑   √(
𝑥𝑚(𝑖+1) − 𝑥𝑚𝑖

𝑑𝑇
)2 + (

𝑦𝑚(𝑖+1) − 𝑦𝑚𝑖

𝑑𝑇
)2

𝑛

𝑖=1

 

 

And take approximate derivatives from  𝑣5  𝑡𝑜  𝑣35 and take standard deviation for them 

We can get  

Std_v = Std [ diff(v(5:35) ) ]; 

Std_v = 0.6984 

𝑣𝑎𝑟 [ 𝑣 ] =  (0.9684)2 = 0.4877 

 

For the 𝑣𝑎𝑟 [ 𝜃 ], we use HeadingAngle_rad.csv file data and trim the data range not in (−𝜋, 𝜋 ] 
but in continuous smooth data. The reason to do this is that it can minimize the approximate 

derivatives when two data points are near  −𝜋  𝑎𝑛𝑑  𝜋 .  

Then we can take approximate derivatives and retake standard deviation for those data. 

 

Std_𝜃 = Std [ diff ( HeadingAngle ) ]; 

Std_ 𝜃 = 0.2201 

𝑣𝑎𝑟 [ 𝜃 ] =  (0.2201)2 = 0.0484 

We can get the matrix 𝑃0 

P0  = [  

0.0675 0 0 0
0 0.0675 0    0
0 0 0.4877 0
0 0 0 0.0484

  ] 



2.3 Initial Gaussian-distributed noise 

Assume 𝑊𝑥 𝑎𝑛𝑑 𝑊𝑦 = 𝑣𝑎𝑟 [ 𝑥 ] 𝑎𝑛𝑑 𝑣𝑎𝑟[ 𝑦 ], then 

 

𝑅 = [ 
0.0675 0

0 0.0675
 ] 

 

Assume 𝛿𝑣 =
1

4
√𝑑𝑇 , 𝛿𝜃 =

20𝜋

180
√𝑑𝑇  and ( 𝑑𝑇 =

1

3
 ) than 

 

Γ𝑘  = [ 

0 0
0 0

0.1443 0
0 0.2015

 ] 

 

 

 

Part 3 Discrete-time Kalman filter model 

 

 



 

 

 

 

Part 4 Second-order filter model 

 

  

    

  

  

 

  

 

 

 

 

 

 

 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Therefore, the correction term also has to be included in the update of the covariance 

matrix. 

 

 

 

 

 

 

 

 

 

 

 

 

 



Part 5 Result 

 

Figure 1. Robot Center 

 

Figure 2. Estimated Robot Velocity 



 

Figure 3. Estimated Robot Orientation Angle 

 

From the plots, we can see that the EKF and second-order filter method have a very similar 

result; the most obvious difference is on estimated robot velocity. 
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